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Abstract. Data plays a crucial role in training learning-based methods for 3D
point cloud registration. However, the real-world dataset is expensive to build,
while rendering-based synthetic data suffers from domain gaps. In this work, we
present PointRegGPT, boosting 3D Point cloud Registration using Generative
Point-cloud pairs for Training. Given a single depth map, we first apply a ran-
dom camera motion to re-project it into a target depth map. Converting them
to point clouds gives a training pair. To enhance the data realism, we formulate
a generative model as a depth inpainting diffusion to process the target depth
map with the re-projected source depth map as the condition. Also, we design
a depth correction module to alleviate artifacts caused by point penetration dur-
ing the re-projection. To our knowledge, this is the first generative approach that
explores realistic data generation for indoor 3D point cloud registration. When
equipped with our approach, several recent algorithms can improve their perfor-
mance significantly and achieve SOTA consistently on two common benchmarks.
The code and dataset will be released on https://github.com/Chen-
Suyi/PointRegGPT.

Keywords: Point cloud registration · Diffusion model · Dataset creation

1 Introduction

3D point cloud registration is a fundamental task with various applications in robotics.
Recent learning-based registration methods [5, 10, 21, 39, 51, 63] have achieved signif-
icant success, largely driven by the utilization of large-scale datasets. The cornerstone
of these approaches lies in the quality of their training datasets.

To build robust models for real-world scenarios, a qualified dataset should possess
three key attributes: data quantity, label quality, and point cloud realism. However, it is
challenging for existing point cloud registration datasets to simultaneously satisfy all
these characteristics. The most common approach involves collecting data from real-
world scenes using depth cameras and gyroscopes [65]. Nevertheless, gyroscope data
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Fig. 1: Comparison among methods of obtaining training data for 3D point cloud registration. Our
approach stands out by generating overlapping point clouds from single depth maps, bypassing
the need for laborious human annotations in real-world datasets or additional 3D scene meshes
required in rendering-based datasets.

is often prone to errors, necessitating manual annotations and complex calibration pro-
cesses to ensure accurate camera pose labels. This limitation restricts the availability of
high-quality annotated data in large quantities. An alternative method [8] entails render-
ing registration data from graphic models, enabling automatic generation of large-scale
point cloud pairs with accurate camera pose labels. However, such rendering-based syn-
thetic dataset falls short in satisfying the realism criteria, affecting the performance of
models due to the domain gap between synthetic and real-world scenes. Though recent
efforts [8] have attempted domain adaptation through GAN-based techniques, bridg-
ing this distribution gap remains challenging due to the inherent instability of unpaired
GAN-based learning processes.

To the best of our knowledge, there is currently no dedicated method proposed for
the automated generation of large-scale, high-quality, real-world point cloud registra-
tion data. While some efforts [19, 54, 61] have attempted to generate point cloud regis-
tration data from individual real-world point clouds to facilitate cross-domain transfer
or self-supervised learning, these methods primarily involve a relatively simple pipeline
of cropping portions from individual real-world point clouds and randomly introducing
camera poses to create registration data pairs. While the source point cloud originates
from real-world acquisitions, the resulting target point clouds lack realism, leading to
limited dataset diversity and generalization capability of point cloud registration.

In this paper, we introduce a novel method, PointRegGPT, to automatically create
large-scale, realistic datasets for enhancing 3D point cloud registration in real-world
applications. Fig. 1 and Tab. 1 show an illustration of our PointRegGPT in comparison
with existing methods of obtaining real-world dataset and rendering-based dataset. Our
approach generates point cloud pairs from single depth maps, using generative models
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Table 1: Comparison among different indoor scene datasets. As a real-world dataset,
3DMatch [65] requires heavy human labor for annotation and calibration, while the ground-truth
labels from gyroscopes are error-prone, resulting in a limited quantity of data. As a rendering-
based dataset, FlyingShapes [8] render a huge quantity of point clouds from 3D assets, which
yet need human labor from professional designers. Our method can generate large-scale datasets
easily with high quality without human labor.

Datasets Scene Type #Fragments #Pairs Label Accuracy
w/o Human w/o Professional

Realism
Annotation Designer

3DMatch [65] real-captured 3,254 20,642 error-prone % ! !

FlyingShapes [8] rendering 21,550 107,641 accurate ! % %

Ours generative 320,000 160,000 accurate ! ! !

to attain a partially overlapped target depth map under random camera movements. This
process, however, faces challenges in both (i) maintaining both 3D geometric consis-
tency and realism during generation and (ii) avoiding artifacts caused by the “point pen-
etration problem”, where changes in viewpoint can lead to empty and inaccurate pixels
in the target map. To overcome challenge (i), we design a diffusion-based pipeline that
consists of the re-projection module and the depth generation module, allowing for the
generation of realistic depth maps from new perspectives while keeping 3D geometric
consistency. Furthermore, for challenge (ii), we learn a depth correction module that
identifies and corrects regions affected by penetrated points, ensuring the generation of
accurate depth maps and thereby facilitating the creation of valid point-cloud pairs.

By applying PointRegGPT, we can generate large amount of training data from
depth maps captured in the real world. We conduct extensive experiments on multi-
ple point cloud registration benchmarks, demonstrating significant improvements over
previous methods. Our contributions can be summarized as follows:

– We propose a new framework that can automatically generate realistic training data
for 3D point cloud registration from depth maps captured in real-world scenes.

– We design a diffusion-based pipeline, including the depth generation and depth
correction modules, to effectively produce generative point-cloud pairs for training.

– Extensive qualitative and quantitative experiments on multiple registration bench-
marks showcase the state-of-the-art performance of our method. Notably, we lever-
age our generated dataset to train different registration networks and observe con-
sistent notable improvements.

2 Related Work

3D Point Cloud Registration focuses on aligning point cloud pairs by estimating
3D rigid transforms, facing challenges due to partiality. Methods are categorized into
direct registration and correspondence-based approaches. Direct registration includes
regressing transformations from point cloud features, shown in works like [3,22,56,57],
and using differentiable weighted SVD for transformation derivation, as in [14, 28, 53,
54, 61], which yet struggle with scalability and generalization in complex scenes [21].
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Correspondence-based methods evolved from traditional techniques using hand-
crafted features [6, 41–43, 45, 59] and RANSAC [13] to deep learning approaches for
robust feature descriptors [1, 2, 5, 7, 10, 15, 29–31, 35, 37, 39, 50, 51, 58, 62–64], includ-
ing deep robust estimators and carefully-designed strategies for transformation accu-
racy [4, 9, 16, 24, 36, 66].

The scarcity of training data limits progress in this field. Dang et al. [11] and Chen
et al. [8] attempt to generate synthetic data, but face limitations like applicability to only
object-level tasks or domain gaps. This prompts our use of generative models to create
diverse, realistic, large-scale datasets from real data. Our experimental approach builds
on high-performance methods such as PREDATOR [21], CoFiNet [63], and GeoTrans-
former (GeoTrans) [39].

Diffusion Models consist of a forward process adding noise to an image and a reverse
process of image recovery using neural networks, grounded in thermodynamic prin-
ciples [46]. These models, especially DDPM [17], employ score-based methods and
stochastic differential equations for data generation. Enhancements like DDIM [47]
have improved efficiency. Advances include classifier-guided [12, 33] and classifier-
free [18] methods for controlled data generation, with techniques like LDM [40] us-
ing cross-attention mechanisms, and DDNM [52] utilizing range-null space decom-
position. Applications of diffusion models cover image super-resolution [44], restora-
tion [27,34,60,67], human motion prediction [49], and medical imaging [48], extending
to 3D generation [32] and reconstruction [26,55]. This paper pioneers their applications
in 3D point cloud registration, a novel and promising area.

3 Method

3.1 Overview

Recent learning-based methods have achieved impressive performance in 3D point
cloud registration, however being hindered by the scarcity of existing training data.
Some previous works [8, 11] resort to additional synthetic data but face different limi-
tations. To this end, we resort to diffusion models, which can learn from existing real
data directly and generate diverse realistic depth maps, to build our data generation
framework. Fig. 2 shows the framework of our method. Given a real depth map, we
re-project it with a randomly-sampled pose and then inpaint it using a pre-trained dif-
fusion model (Sec. 3.2). Then, to avoid the artifacts caused by the point penetration
problem, we design a depth correction module to eliminate the unnatural depth values
from penetrated points in the re-projected depth map (Sec. 3.3). Finally, the original
and the generated depth maps will be converted to the source point cloud and the target
point cloud, respectively, which can be used as a piece of training data for point cloud
registration. The generated data will be compiled into a large-scale realistic dataset to
boost learning-based methods (Sec. 3.4).

3.2 Depth Generation

To generate reliable training data for 3D point cloud registration, one of the challenges
is to strictly guarantee the 3D geometric consistency of the overlap region between two
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Fig. 2: Our PointRegGPT framework: (i) the given depth map is processed by re-projection, depth
correction, and depth generation to produce a new depth map, which is then converted into a pair
of partially-overlapped point clouds; (ii) depth generation utilizes a pre-trained diffusion model
to generate new content while it keeps geometric consistency in the overlap region; (iii) depth
correction is used to correct the unnatural depth values generated by penetrated points during re-
projection, where the depth augmentation module enhances the ability to detect the wrong values;
(iv) the generated dataset is used to train registration models.

partially overlapping point clouds. Otherwise, the ground-truth labels could be incor-
rect. In some previous works that generate 3D assets through novel view synthesis [32],
images and corresponding poses are used as conditions for guidance, which are usually
embedded while processing cross-attention. However, the novel view generated in this
way can hardly finely accord with the 3D geometric consistency we need. There are still
inevitable failure cases due to the unpredictable diffusion process. To address this prob-
lem, we utilize the 3D structures behind depth maps by re-projection and inpainting. In
this way, the 3D geometric consistency in overlap regions can be absolutely guaranteed
by the remanent portion of the given depth map.

Re-projection for Consistency. Given a depth map I ∈ RH×W and its corresponding
intrinsic matrix K ∈ R3×3, we first convert it into a point cloud P ∈ RN×3 and
transform it with a random sampled pose T = {R, t} ∈ SE(3):

P
′
= PRT + t (1)

where R ∈ SO(3) and t ∈ R3 denote the rotation and the translation, respectively.
Then, P

′
is re-projected back to the pixel coordinate. The transformed point cloud

will not exactly occupy every pixel again due to the following reasons: (i) part of the
transformed point cloud P

′
is out of the field of view, (ii) several points in the same

ray happen to fall into the one pixel, and (iii) the sparsity of the point cloud leading to
empty pixels. Thus, re-projection usually yields an incomplete depth map Ô ∈ RH×W .
The incomplete depth map Ô is then used as the condition for a pre-trained diffusion
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model, which can generate new contents by inpainting empty pixels of the incomplete
depth map, yielding a complete depth map O ∈ RH×W .

Generation for New Contents. It is known that diffusion models iteratively add ran-
dom noises at each time step t to gradually turn a clean image x0 ∼ q (x) to total
random noise xT ∼ N (0, I) during the T -step forward process,

xt−1 =
√
1− βtxt−1 +

√
βtϵ, ϵ ∼ N (0, I) , (2)

where βt is the predefined variance for noise and N denotes the Gaussian distribution;
diffusion models iteratively sample xt−1 at each time step t from p (xt−1|xt,x0) to
generate image x0 ∼ q (x0) from random noise xT ∼ N (0, I) during the T -step
reverse process. To finely control the output result x0 of a diffusion model, inspired
by DDNM [52], we formulate the relation between the input incomplete re-projected
depth map Ô and the output complete target depth map O with new content as a task
of image restoration. In other words, the incomplete depth map Ô is considered as a
degradation from the complete depth map O by eliminating some of the values using a
mask M ∈ {0, 1}H×W , i.e.,

Ô = M⊙O, (3)

where ⊙ denotes the element-wise product. For a better explanation, we re-write it in
another form as below:

ô = M̃o, (4)

where ô ∈ RHW and o ∈ RHW are the vectorized form of Ô and O, respectively; and
M̃ = diag(vec(M)) is a diagonal matrix. Now we resort to diffusion models to predict
o. A prediction x0 of the diffusion model will be satisfying if it conforms well to the
following two constraints:

Consistency : M̃x0 = ô, (5)

andRealism : x0 ∼ q (o) . (6)

Eq. (6) is spontaneously satisfied by the diffusion model when it is well-trained to learn
q (o). Thus, what we need to do is to guarantee Eq. (5) during the reverse diffusion
process. By applying range-null space decomposition, x0 is decomposed to the range
space and the null space of M̃:

x0 = M̃†M̃x0 +
(
I− M̃†M̃

)
x0, (7)

where M̃†M̃x0 and
(
I− M̃†M̃

)
x0 are the projection of x0 in the range space and the

null space of M̃, respectively. Theoretically, it can always satisfy Eq. (5) if the range
space M̃†M̃x0 is replaced by M̃†ô, due to the fact that

M̃x̂0 = M̃M̃†ô+ M̃
(
I− M̃†M̃

)
x0

= M̃M̃†M̃o+ M̃
(
I− M̃†M̃

)
x0

= M̃o+ 0

= ô.

(8)
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Obviously, M̃† = I is one of the pseudo-inverses, as

M̃M̃†M̃ = M̃IM̃ = M̃. (9)

Then, we can attain a succinct x̂0 satisfying Eq. (5) as below:

x̂0 = M̃†ô+
(
I− M̃†M̃

)
x0 = ô+

(
I− M̃

)
x0. (10)

Roughly speaking, Eq. (10) tells us to fill the empty pixels of the incomplete depth map
with the values from x0. Following [25], we use a neural network Zθ to directly predict
x0 instead of noises ϵt from xt at time step t, which is denoted as x0|t. In practice, we
apply Eq. (10) at each time step t,

x̂0|t = ô+
(
I− M̃

)
x0|t, (11)

to generate the x0 that satisfies both Eqs. (5) and (6), as shown in Fig. 2.

Intrinsics for Condition. For the conversion between depth maps and point clouds,
accurate camera intrinsics are very important. Otherwise, the resulting point clouds
will be distorted. Thus, the diffusion model should be able to generate a depth map
under the specific intrinsics. For this reason, we slightly modify the vanilla diffusion
model, adding the intrinsics as a condition during the reverse process. Intrinsics are
compiled into a vector k = [fx, fy, cx, cy]T , where fx, fy, cx, and cy denote the
focal lengths and the principal points, respectively, which then processed by a 2-layer
MLP and inserted into a U-Net during cross-attention as an embedding.

3.3 Depth Correction

Now, we have gained a generated depth map O with new content and partially over-
lapped with the given depth map I. It seems the two depth maps can be simply converted
to partially overlapped point clouds with the camera intrinsics and become a piece of
training data. However, the re-projected depth maps Ô are usually unreliable, contain-
ing a lot of unnatural depth values from penetrated points, i.e., the point penetration
problem. Specifically, from the novel view of re-projected depth maps, some points of
the objects behind will be blended inside the objects in front due to the point cloud
sparsity, which will confuse diffusion models, leading to generating heavy artifacts, as
shown in Fig. 3. A simple solution is to densify the point cloud before re-projection by
using the truncated signed distance function (TSDF) to fuse tens of depth maps for sim-
ulating occlusion under extreme density during re-projection. However, camera poses
are required in this way, and the time consumption will explode while processing with
so many points. To this end, we designed a depth correction module to mask out the
invalid values in the depth maps directly.

Network Architecture. We adopt the U-Net backbone for its great performance in
various tasks. Nonetheless, the vanilla U-Net faces challenges in precise awareness of
3D structures in plain depth maps. Thus, as shown in Fig. 2, in the depth correction
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cess for training our depth correction module.
For better visualization, "True" is colored in
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module, a depth augmentation module is added before the U-Net to provide more struc-
tural information that a convolutional kernel is hard to learn. Given a re-projected depth
map Ô with invalid values, it first extracts the minimum value for each pixel from its
neighbors using a min-pooling operator, yielding the minimum neighbor map, which
is close to the potentially correct depth map. Then, it computes the residual value for
each pixel, yielding the residual map, which is close to the expected output mask. The
original incorrect depth map, the minimum neighbor map, and the residual map will be
concatenated together and fed into the subsequent U-Net. Finally, the U-Net predicts
the mask binarized by a specific threshold τm, telling the correctness of a pixel.

Data Preparation. To prepare the training data for the depth correction module, as is
shown in Fig. 4, we first obtain a dense point cloud Pd ∈ RNd×3 of high density using
TSDF as mentioned in Sec. 3.3, and apply voxel down-sampling with a bigger voxel size
to gain the sparse version of the point cloud Ps ∈ RNs×3. Then the two point clouds
Pd and Ps are re-projected to the pixel coordinates under the same pose T, yielding
two corresponding depth maps: one without the problem of point penetration, denoted
by Id, which is re-projected from Pd; the other having the problem of point penetration,
denoted by Is, which is re-projected from Ps. Is is supposed to be the input image and
the ground-truth mask Mgt can be computed from the difference between Id and Is
with a threshold τgt:

Mgt (i, j) =
[
(Is (i, j)− Id (i, j))

2
< τ2gt

]
(12)

where Mgt (i, j), Is (i, j), and Id (i, j) denote the i-th row and j-th column of Mgt, Is
and Id, respectively. [·] is the Iversion bracket.

Loss. As the depth correction module generates a mask, which can be considered a
task of binary segmentation, we simply adopt the binary cross-entropy loss between the
output of U-Net and the ground-truth mask for training.

3.4 Point Cloud Registration

Given a source point cloud P ∈ RN×3 and a target point cloud Q ∈ RM×3, the
objective of point cloud registration is to align the source to the target by estimating the
rotation R ∈ SO(3) and translation t ∈ R3 between them.
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As shown in Fig. 2, recent pipelines for point cloud registration mainly consist of
three steps: (i) extracting point-wise or path-wise features with a feature descriptor,
(ii) feature matching to find correspondences, and (iii) estimating transformations from
correspondences using a traditional or deep robust estimator.

We validate the effectiveness of our approach by training previous state-of-the-art
registration models [21, 39, 63] using our generated dataset as supplementary data and
evaluate them on real-world benchmarks.

4 Experiments

4.1 Datasets and Evaluation Metrics.
3DMatch [65]: 3DMatch is a widely-used indoor RGB-D dataset containing 62 scenes
among which 46/8/8 scenes are used for training/validation/test, respectively. Follow-
ing previous works [65], we employ depth maps from the training set to train all our
modules. For evaluation, following PREDATOR [21], we split the test set into 3DMatch
and 3DLoMatch whose point cloud pairs have > 30% and 10%− 30% overlap.
ETH [38]: ETH is an outdoor dataset used only for testing; it contains 713 pairs made
up of 132 point clouds from 4 scenes collected by a laser scanner. It is extremely chal-
lenging due to the luxuriant trees and small facilities.
Evaluation metrics: Following [5, 21, 39, 51, 62], we use the following metrics to
evaluate the performance in point cloud registration: (i) Registration Recall (RR), the
fraction of successfully registered point cloud pairs whose transformation error RMSE
< 0.2m/0.5m for 3D(Lo)Match/ETH; (ii) Inlier Ratio (IR), the fraction of inlier corre-
spondences whose residuals < 0.1m/0.2m for 3D(Lo)Match/ETH among all hypothe-
sized correspondences; (iii) Feature Matching Recall (FMR), the fraction of point cloud
pairs whose IR > 5%; (iv) the median of the average Relative Rotation Error (RRE);
and (v) the median of the average Relative Translation Error (RTE) for the successfully
registered pairs whose RMSE < 0.2m/0.5m for 3D(Lo)Match/ETH.

4.2 Implementation Details.
We train our diffusion model using 32 GeForce RTX 2080 Tis with a batch size of
128 for 2, 000k iterations. For the forward process, we set T = 1000 and use the
sigmoid schedule [23] for βt. For the reverse process, following [47], we set T =
250 to accelerate the generation process. To train our depth correction module, we use
8 GeForce RTX 2080 Tis with a batch size of 32 for 50 epochs. We use the Adam
optimizer with an initial learning rate of 1e−4, which is decayed by 0.95 for each epoch.
To evaluate the effectiveness of our generative dataset, we choose the previous state-of-
the-art methods [21, 39, 63] as baselines and train them using the generative dataset
as an additional dataset, following all the training and testing protocols but increasing
the total training epochs. For a fair comparison, we generate 160k pairs in total for
training in Tabs. 2 to 4, the quantity of which is close to the additional data that used
in SIRA-PCR [8]. We only use the first 20k pairs in the ablation studies in Tab. 6. For
the results obtained by RANSAC, we follow [5, 21, 39, 51], running 50k iterations to
estimate the transformation and setting the inlier distance threshold to 0.05m/0.4m for
3D(Lo)Match/ETH, respectively. Please refer to our supp. material for other details.



10 S. Chen, H. Xu, et al.

Table 2: Comparison of the generated datasets. The same model GeoTrans [39] is learned on
3DMatch without and with additional rendered (+ SIRA [8]) or our generated data (+ Ours). The
best and second-best results are marked in bold and underlined.

Methods Data
3DMatch 3DLoMatch

FMR ↑ IR ↑ RR ↑ FMR ↑ IR ↑ RR ↑

GeoTrans [39] 3DMatch 97.7 70.3 91.5 88.1 43.3 74.0
+ SIRA [8] + Rendered data 98.7 69.8 94.1 88.5 42.9 76.6
+ Ours + Generated data 98.7 71.9 93.3 89.4 45.6 77.2

Input PREDATOR

PREDATOR+ours

CoFiNet

CoFiNet+ours

GeoTrans

GeoTrans+oursGround-TruthPREDATOR+ours CoFiNet+oursGround-Truth

Input PREDATOR CoFiNet GeoTrans

GeoTrans+ours

Fig. 5: Qualitative results with baselines [21, 39, 63] on 3DMatch (left) and 3DLoMatch (right)

4.3 Evaluation on Indoor Benchmark

To assess the efficacy of our proposed method for realistic data generation, we compare
our method with the baseline method GeoTrans [39] trained solely on the 3DMatch
dataset and the state-of-the-art method SIRA-PCR [8], where additional 160k synthetic
training pairs are used to train GeoTrans. Note that we only use depth maps from
3DMatch for data generation, so no additional data sources are used in our method.
As can be seen from Tab. 2, on the test set of 3DMatch, our method improves the
performance of the baseline method GeoTrans by 1.0/1.6/1.8 percentage points (pp) in
FMR/IR/RR. Though additional synthetic data source is used in SIRA-PCR, our method
can achieve comparable results and even improve the IR metric by 2.1 compared with
SIRA-PCR. More impressively, for more complex scenarios with lower overlaps in
3DLoMatch benchmark, our method enhances the baseline performance by 1.3/2.3/3.2
pp in FMR/IR/RR and surpasses SIRA-PCR [8] in the metrics of FMR/IR/RR by
0.9/2.7/0.6 pp, consistently. This demonstrates the effectiveness of our method in gen-
erating realistic 3D point cloud registration data.

To further validate the robustness of our method, we learn different deep networks
such as PREDATOR [21], CoFiNet [63], and GeoTrans [39]. Evaluations are conducted
under varying numbers of sampled correspondences with RANSAC. As detailed in
Tab. 3, our method significantly enhances PREDATOR across all metrics, with improve-
ments of 1.4/6.3/0.1 pp at least in FMR/IR/RR on 3DMatch, and 3.8/6.4/3.2 pp at least
on 3DLoMatch. CoFiNet also benefits, particularly in RR, with increases of 1.3–2.7 pp
and 0.0–3.7 pp on 3DMatch and 3DLoMatch, respectively. While GeoTrans shows an
overall enhancement on 3DMatch, a slight decrease in RR is observed on 3DLoMatch;
however, FMR and IR still improve by 0.4–1.1 pp and 2.4–12.0 pp, respectively. This
demonstrates that our approach can consistently enhance the performance of learning-
based methods across various metrics on the indoor 3DMatch benchmark. Figure 5 pro-
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Table 3: Evaluation results on 3DMatch and 3DLoMatch. The results boosted from those offi-
cially reported are marked in bold for a better comparison. *: the results are reproduced using the
official codes without any configuration changes.

# Samples Feature Matching Recall (%) ↑ Inlier Ratio (%) ↑ Registration Recall (%) ↑
5000 2500 1000 500 250 5000 2500 1000 500 250 5000 2500 1000 500 250

3D
M

at
ch

PerfectMatch [15] 95.0 94.3 92.9 90.1 82.9 36.0 32.5 26.4 21.5 16.4 78.4 76.2 71.4 67.6 50.8
FCGF [10] 97.4 97.3 97.0 96.7 96.6 56.8 54.1 48.7 42.5 34.1 85.1 84.7 83.3 81.6 71.4
D3Feat [5] 95.6 95.4 94.5 94.1 93.1 39.0 38.8 40.4 41.5 41.8 81.6 84.5 83.4 82.4 77.9
SpinNet [2] 97.6 97.2 96.8 95.5 94.3 47.5 44.7 39.4 33.9 27.6 88.6 86.6 85.5 83.5 70.2
YOHO [50] 98.2 97.6 97.5 97.7 96.0 64.4 60.7 55.7 46.4 41.2 90.8 90.3 89.1 88.6 84.5
OIF-PCR [58] 98.1 98.1 97.9 98.4 98.4 62.3 65.2 66.8 67.1 67.5 92.4 91.9 91.8 92.1 91.2
RoReg [51] 98.2 97.9 98.2 97.8 97.2 81.6 80.2 75.1 74.1 75.2 92.9 93.2 92.7 93.3 91.2
PEAL [64] 99.0 99.0 99.1 99.1 98.8 72.4 79.1 84.1 86.1 87.3 94.6 93.7 93.7 93.9 93.4

PREDATOR [21] 96.6 96.6 96.5 96.3 96.5 58.0 58.4 57.1 54.1 49.3 89.0 89.9 90.6 88.5 86.6
PREDATOR* 96.9 96.6 96.6 96.5 96.8 57.8 58.1 56.9 54.3 50.2 88.5 89.3 88.0 88.4 85.7
PREDATOR + Ours 98.3 98.0 98.3 98.3 98.1 64.8 65.1 63.7 60.8 55.6 90.8 90.5 90.7 90.1 89.6

CoFiNet [63] 98.1 98.3 98.1 98.2 98.3 49.8 51.2 51.9 52.2 52.2 89.3 88.9 88.4 87.4 87.0
CoFiNet* 97.6 97.5 97.7 97.6 97.5 43.2 44.9 45.7 46.0 46.2 88.2 88.8 88.2 88.5 86.7
CoFiNet + Ours 98.1 98.1 98.2 98.2 98.1 49.9 51.0 51.7 51.8 51.9 90.6 90.2 90.1 90.1 89.1

GeoTrans [39] 97.9 97.9 97.9 97.9 97.6 71.9 75.2 76.0 82.2 85.1 92.0 91.8 91.8 91.4 91.2
GeoTrans* 98.2 98.2 98.0 98.0 98.0 72.4 77.5 82.2 84.1 85.3 91.4 91.3 90.7 90.7 90.7
GeoTrans + Ours 98.7 98.7 98.6 98.5 98.2 73.8 80.5 84.9 86.7 87.8 92.7 92.5 92.2 91.6 91.3

3D
L

oM
at

ch

PerfectMatch [15] 63.6 61.7 53.6 45.2 34.2 11.4 10.1 8.0 6.4 4.8 33.0 29.0 23.3 17.0 11.0
FCGF [10] 76.6 75.4 74.2 71.7 67.3 21.4 20.0 17.2 14.8 11.6 40.1 41.7 38.2 35.4 26.8
D3Feat [5] 67.3 66.7 67.0 66.7 66.5 13.2 13.1 14.0 14.6 15.0 37.2 42.7 46.9 43.8 39.1
SpinNet [2] 75.3 74.9 72.5 70.0 63.6 20.5 19.0 16.3 13.8 11.1 59.8 54.9 48.3 39.8 26.8
YOHO [50] 79.4 78.1 76.3 73.8 69.1 25.9 23.3 22.6 18.2 15.0 65.2 65.5 63.2 56.5 48.0
OIF-PCR [58] 84.6 85.2 85.5 86.6 87.0 27.5 30.0 31.2 32.6 33.1 76.1 75.4 75.1 74.4 73.6
RoReg [51] 82.1 82.1 81.7 81.6 80.2 39.6 39.6 34.0 31.9 34.5 70.3 71.2 69.5 67.9 64.3
PEAL [64] 91.7 92.4 92.5 92.9 92.7 45.0 50.9 57.4 60.3 62.2 81.7 81.2 80.8 80.4 80.1

PREDATOR [21] 78.6 77.4 76.3 75.7 75.3 26.7 28.1 28.3 27.5 25.8 59.8 61.2 62.4 60.8 58.1
PREDATOR* 73.4 74.4 75.3 74.8 74.4 22.6 23.9 24.7 23.8 22.4 56.2 57.7 58.7 57.4 53.7
PREDATOR + Ours 82.4 83.0 82.4 82.7 82.2 33.1 34.6 35.1 34.4 32.2 63.0 65.1 67.2 66.0 63.4

CoFiNet [63] 83.1 83.5 83.3 83.1 82.6 24.4 25.9 26.7 26.8 26.9 67.5 66.2 64.2 63.1 61.0
CoFiNet* 79.7 80.5 80.5 79.9 80.2 18.8 20.2 21.0 21.3 21.2 61.4 61.8 61.3 60.9 59.3
CoFiNet + Ours 85.1 85.1 85.1 85.0 84.2 25.5 26.7 27.4 27.5 27.7 67.5 67.0 67.8 66.8 64.4

GeoTrans [39] 88.3 88.6 88.8 88.6 88.3 43.5 45.3 46.2 52.9 57.7 75.0 74.8 74.2 74.1 73.5
GeoTrans* 87.2 87.2 87.4 87.4 87.1 43.7 49.1 55.4 58.0 59.5 70.4 70.8 70.5 70.0 69.5
GeoTrans + Ours 89.4 89.6 89.5 89.4 88.7 45.9 52.0 58.2 60.8 62.6 74.8 74.2 73.8 74.0 72.6

vides qualitative comparisons, highlighting the robustness and versatility of our method
in challenging scenarios with partial geometric structures and low overlap ratios.

4.4 Evaluation on Outdoor Benchmark

In order to assess the generalization capacity of our method, following recent stud-
ies [8,51], we directly evaluate our learned models on the ETH benchmark without any
fine-tuning. Results are shown in Tab. 4, where both PREDATOR and CoFiNet bene-
fit from the inclusion of our generated data when applied to unseen outdoor datasets.
More specifically, PREDATOR shows notable improvements of 11.3–26.6 pp in FMR,
4.0–5.4 pp in IR, and 0.2–9.4 pp in RR. Similarly, CoFiNet also experiences enhance-
ments due to our method, with gains of 6.8–9.3 pp in FMR, a consistent 0.4 in IR,
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Table 4: Evaluation results on ETH. —: results with different samples are not applicable for LGR
since it uses all correspondences. The boosted results are marked in bold for a better comparison.

# Samples Feature Matching Recall (%) ↑ Inlier Ratio (%) ↑ Registration Recall (%) ↑
5000 2500 1000 500 250 5000 2500 1000 500 250 5000 2500 1000 500 250

PerfectMatch [15] 95.6 94.3 80.5 69.1 51.4 19.7 16.7 12.4 9.3 6.6 81.4 73.5 59.3 46.5 35.0
D3Feat [5] 63.3 71.0 69.7 67.9 60.5 12.5 13.2 13.6 13.5 11.8 59.1 50.4 49.7 44.6 29.1
FCGF [10] 41.1 38.4 32.3 24.6 15.9 5.8 5.3 4.4 3.5 2.8 42.1 36.1 29.5 26.3 18.9
SpinNet [2] 99.4 99.1 94.6 87.2 66.6 23.2 20.4 15.7 11.9 8.6 96.0 91.1 81.9 71.5 54.3
RoReg [51] 96.5 95.6 93.1 92.0 84.1 28.4 25.4 21.7 20.8 17.5 97.1 97.1 95.7 92.3 84.3

PREDATOR [21] 65.6 64.5 59.6 52.0 40.5 11.1 10.3 8.5 6.8 5.1 74.7 72.9 67.7 60.3 51.7
PREDATOR + Ours 76.9 78.0 73.3 70.8 67.1 15.1 14.6 13.2 12.0 10.5 84.1 81.1 75.1 65.6 51.9

CoFiNet [63] 82.5 83.7 81.9 81.1 79.9 9.6 9.8 9.9 9.9 9.8 83.9 82.7 81.9 77.4 68.8
CoFiNet + Ours 89.3 90.1 89.7 88.6 89.2 10.0 10.2 10.3 10.3 10.2 88.0 88.6 88.1 85.3 76.7

GeoTrans [39] — 59.9 — — 6.7 — — 85.5 —
GeoTrans + Ours — 56.1 — — 6.1 — — 85.8 —

PREDATOR+ours CoFiNet+oursGround-Truth

Input PREDATOR CoFiNet GeoTrans

GeoTrans+ours

Fig. 6: Qualitative comparison with state-of-the-art methods [21, 39, 63] on the ETH benchmark

and 4.1–7.9 pp in RR. The qualitative comparisons are depicted in Fig. 6, where our
approach notably enhances the performance of all baseline methods, particularly in
challenging scenarios characterized by complex structures and extreme noise, which
are typical in unseen outdoor environments. This demonstrates the robustness and gen-
eralization ability of our method.

4.5 Ablation Study

Our ablation studies adopt GeoTrans [39] with its LGR as the baseline for stable results.

Depth Generation Module is a necessary part of our pipeline, which introduces new
information to augment the dataset by generating new content in the incomplete depth
maps after re-projection. As Rows (b-c) in Tab. 5 shows, the performance degrades
when removing the depth generation module, since no new information is introduced.
Plus, the Row (b) of Tab. 5 shows that the baseline will not be boosted if the depth
correction module is removed as well and it remains re-projection only in the pipeline,
because the point clouds in pairs generated in this way have many points exactly in the
same positions, leading to overfitting when contrastive learning is applied.
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Table 5: Ablation studies of the depth genera-
tion module

Methods
3DMatch 3DLoMatch

FMR ↑ IR ↑ RR ↑ FMR ↑ IR ↑ RR ↑

(a) baseline 97.7 70.3 91.5 88.1 43.3 74.0
(b) re-project. only 98.2 69.6 91.2 88.7 41.1 72.1
(c) w/o depth generat. 98.3 70.4 91.5 87.4 42.4 73.9
(d) w/ depth generat. 98.0 71.6 91.9 89.4 44.9 76.5

Table 6: Ablation studies of different dataset
generation processes

Methods
3DMatch 3DLoMatch

FMR ↑ IR ↑ RR ↑ FMR ↑ IR ↑ RR ↑

(a) baseline 97.7 70.3 91.5 88.1 43.3 74.0
(b) unconditional 97.6 70.8 91.8 86.9 42.3 73.2
(c) w/o depth correct. 98.5 70.6 91.3 87.8 42.6 73.5
(d) w/ depth correct. 98.0 71.6 91.9 89.4 44.9 76.5

Table 7: Ablation studies of depth augmentation

Methods
τm = 0.5 τm = 0.99

mIoU ↑ PAcc ↑ FP ↓ mIoU ↑ PAcc ↑ FP ↓

handcrafted [20] 59.8 96.4 362.90 59.8 96.4 362.90
w/o depth augment. 84.6 99.8 75.84 74.8 99.2 3.17
w/ depth augment. 84.8 99.8 73.81 75.3 99.2 2.27

Unconditional Generation. It is possible to unconditionally generate the first depth
map in our pipeline by diffusion models [17, 47]. As such, the point cloud registration
training data can be generated without the need of real depth maps. However, we find the
quality of data generated in this way unstable and unreliable, due to the unpredictable
process of unconditional generation impairing the performance of models trained on it.
As shown in Tab. 6, the performance of the model trained on the data generated without
real depths has little improvement on 3DMatch and even drops sharply on 3DLoMatch.

Depth Correction Module. As mentioned in Sec. 3.3, the depth correction module is
crucial in our pipeline to solve the point penetration problem. In the Row (c) of Tab. 6,
when the depth correction module is disabled, the performance of the learned model
drops and is even lower than the baseline model learned without any generated data.
This demonstrates the design of our depth correction module for dealing with the point
penetration problem and ensuring the realism of the generated data.

Depth Augmentation Module. Since depth correction is similar to image segmenta-
tion, we also use mean Intersection over Union (mIoU) and Pixel Accuracy (PAcc) to
evaluate our depth correction module. In [20], a handcrafted median filter is proposed to
handle the point penetration problem but fails in adapting to complex cases. As shown
in Tab. 7, the handcrafted filter achieves satisfying PAcc yet ordinary mIoU, while the
depth correction module achieves both high PAcc and mIoU. However, as shown in
the qualitative comparison in Fig. 7, some challenging cases cannot be handled by the
vanilla U-Net. The depth augmentation module is designed to enhance the perception
and awareness of the depth correction module to identify the invalid penetrated points
by providing more information for the subsequent processes. We focus on eliminating
the unnatural depth values generated by penetrated points and thus use the False Pos-
itive (FP) to measure the ability to exclude wrong depth values, showing the average
number of invalid pixels after depth correction. As shown in Tab. 7, our depth correction
module always achieves better mIoU and FP under different thresholds.
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Input Handcrafted w/ depth augment.w/o depth augment.

Fig. 7: Comparison with different settings for depth correction

Table 8: Evaluation results on 3D(Lo)Match with different numbers of additional pairs. The base-
line results with 0 extra pairs are reproduced using the official codes without any configuration
changes. The best and second-best results for each method are marked in bold and underlined.

Methods # Pairs
3DMatch 3DLoMatch

FMR ↑ IR ↑ RR ↑ FMR ↑ IR ↑ RR ↑

PREDATOR [21]

0 96.6 56.9 88.0 75.3 24.7 58.7
20k 97.2 59.4 91.1 80.4 30.5 65.1
40k 98.2 60.8 91.3 81.6 32.1 67.3
160k 98.3 63.7 90.7 82.4 35.1 67.2

CoFiNet [63]

0 97.6 43.2 88.2 79.7 18.8 61.4
20k 97.9 46.5 90.1 82.4 21.8 64.3
40k 97,9 48.2 90.1 83.0 23.2 64.7
160k 98.1 49.9 90.6 85.1 25.5 67.5

GeoTrans [39]

0 97.8 69.2 91.4 88.0 42.3 73.5
20k 98.0 71.6 91.9 89.4 44.9 76.5
40k 98.1 72.1 92.6 88.6 45.6 75.9
160k 98.7 71.9 93.3 89.4 45.6 77.2

Data Quantity. We report the performance of different learning-based methods boosted
under various quantities of our generative data. Table 8 shows the performance of the
baselines is boosted consistently when the number of additional generative pairs grows.
As the baselines can still be largely boosted by adding more informative data, it shows
the saturation point is much larger than the quantity of commonly-used real-world data,
revealing the current data scarcity for 3D point cloud registration.

5 Conclusion

We present PointRegGPT, a novel 3D point cloud registration framework that boosts
models with generative data for improved performance. In PointRegGPT, a real depth
map is re-projected with a random transformation and inpainted with a pre-trained dif-
fusion model to generate a partially overlapped point cloud pair. Range-null space de-
composition and our well-trained diffusion model ensure 3D consistency in overlap
regions and realism of new content. This is the first approach that automatically gener-
ates realistic 3D point cloud registration training data using diffusion models. Besides,
our depth correction module addresses the point penetration, avoiding artifacts and en-
suring high-quality data generation. Experimental results confirm the state-of-the-art
performance and robustness of PointRegGPT on both indoor and outdoor benchmarks.
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